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Focus group proposal 1. MOTIVATION

1 Motivation
The growing demands for resources by compute intensive service and scientific applica-
tions have led the data center providers to build a large amount of warehouse-sized data
centers. These data centers require a significant amount of power to be operated and hence
consume a lot of energy. In particular, studies have shown that data centers alone have
consumed 61 billion kWh of U.S. energy in 2006. This is enough energy to power 5,8 mil-
lion average U.S households and results in approximately $4.5 billion/year of energy costs
[Age07]. The amount of consumed energy is most likely to increase up to 120 billion kWh
by 2011 in case no further energy conservation steps are taken [Age07]. Moreover, the way
energy is generated influences our environment either directly by the carbon footprint or
indirectly by the nuclear waste. According to the Environment Protection Agency (EPA)
decreasing the energy consumption could reduce the carbon dioxide emissions by 15 to 47
million metric tons in 2011 [Age07].

Due to the increasing user demands for computing power and the emergence of the cloud
computing paradigm, long term energy consumption will most likely increase in case users
and cloud providers are not made energy-aware. Some cloud providers (e.g. Yahoo!) have
already started to build their new data centers in areas where green energy is available
[Yah09]. Moreover, old hardware is replaced with new, more energy-efficient one. How-
ever, most of the data centers are still powered by coal-fired or nuclear plants and require
dizzying amounts of energy [Int10]. Furthermore, despite the enormous potential for en-
ergy savings due to low average data center utilization of approximately 15-20% [Vog08],
current cloud providers (e.g. Amazon EC2) do not detail how users could be involved in
energy conservation and how energy consumption is optimized by their cloud management
software. Moreover, although most of the current cloud providers offer some means of
specifying service level agreements (SLAs), they are solely limited to resource availability
and do not consider many other important metrics such as response time and throughout.
Consequently, they cannot use these metrics to minimize the energy consumption while
trying to guarantee a certain level of QoS.

Given the low average utilization in current data centers, big fraction of the resources can
be used to take energy conservation decisions such as consolidating the workload on a sub-
set of machines and suspending or turning off the resulting idle servers. In combination
with the ability of today’s ubiquitous virtualization (e.g., Xen [BDF+03], KVM [Hab08],
OpenVZ [ope], etc.) and Single-System-Image (SSI) [MLV+04] solutions to migrate work-
load among physical machines, cluster sizes can be dynamically adapted depending on the
resource demands. Thereby, several issues still need to be resolved: Which workload needs
to be moved? Which machines are the most suitable ones with respect to energy and perfor-
mance to host this workload? Answers to these questions ideally require accurate models
for power, performance, migration costs and algorithms which use these models to take
decisions.

In the following chapters we propose the creation of a focus group to deal with the energy
and QoS-aware workload management issues in current and future cloud providers at all
levels of the cloud computing stack (i.e., SaaS, PaaS and IaaS). Therefore, Chapter 2 details
why we have decided to initiate this focus group, describes the problem to be solved and
what should be the outcome of this collaboration. Afterwards, Chapter 3 outlines a work-
plan for the next 12 months. Finally, Chapter 4 presents the currently involved partners.
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2 Description
During the last two meetings of COST Action IC0804 in Passau and Portugal we have seen
many talks related to energy conservation in wireless and wired networks. On the other
hand, we have also seen several efforts dealing with energy-efficient resource management
of virtualized infrastructures such as clouds. These works can be divided into four cate-
gories: analytical and empirical models (e.g., machine learning) [BGN+10] for estimating
the energy consumption, workload (i.e., VM) placement algorithms [BDCPS09], SLA and
workload management algorithms [MBS10] and system architectures [FRM+10]. The fol-
lowing figure depicts the position of the focus group partners in each category.
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Figure 1: Partners position in the focus group

On the modeling side we have seen a clear lack of models for estimating the impact of work-
load migration on performance and energy. Thereby, current algorithms are not able to take
accurate placement decisions. Furthermore, existing models for estimating the workload
energy consumption do not take into account the variety of available resources (e.g., CPU,
RAM, disk, etc.).

From the algorithmic point of view, workload mapping to physical machines is usually
modeled as an instance of a multidimensional bin-packing problem in which the bins rep-
resent the physical machines and the items the workload to be packed. The objective of the
algorithm is then to find a mapping of the items to the bins such that the number of bins
is minimized, and all the the predefined constraints: capacity limits of bins, items resource
(e.g., CPU, RAM) and QoS requirements (i.e., response time, throughput) are satisfied.
Instances of this problem have been extensively studied in the past and shown to be NP-
hard [LMV02]. Therefore, a variety of approaches for obtaining either approximate (e.g.,
heuristics) or exact solutions (e.g., linear/constraint programming) have been proposed in
the area of operations research.

However, workload placement problem still differs from the traditional bin-packing prob-
lem as many workloads are of non-additive nature. Hence, co-allocation of workload with
same characteristics (e.g., CPU bound) can lead to significant performance degradations.
Furthermore, state-of-the-art heuristics (e.g., First-Fit) to solve these kind of problems can
not be directly applied in production environments as they tend to waste a lot of resources.
For example, typically First-Fit-Decreasing (FFD) heuristic assumes that all the items are
available a priori, sorts them in decreasing order according to the load a certain resource
(e.g., CPU) and starts assigning each item to a bin starting from the first one which has
enough capacity to host it. Thereby, much of the remaining bin capacity (e.g., RAM, I/O,
etc.) is wasted. Furthermore, these kinds of simple heuristics do not fully utilize the mi-
gration functionality provided by ubiquitous virtualization and SSI solutions to optimize
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the placement. In particular, already existing workload within a server is not allowed to be
migrated upon new workload arrival in order to optimize the resource usage. For example,
it could be advantageous to migrate already existing workload in favor of arriving work-
load in order to increase the resource utilization. This behavior results in resource wastings
even for simple cases where only one resource (e.g., CPU) is considered. On the other
hand, methods which compute exact solutions can only be used for problems of smaller
size as they require exponential time to compute a placement. Thus, their practicability
to be used in large-scale environments with many thousands of nodes, such as clouds, is
limited.

In addition, SLAs expressed in terms of QoS (i.e., response time and throughput) are often
ignored while performing workload consolidation. This is crucial, especially in the context
of cloud computing where users are required to pay for the utilized resources and thus want
to be provided with a certain level of QoS. Consequently, energy and QoS-aware workload
placement algorithms are required which take into account both, the user and data center
objectives: Maximize performance and minimize the energy consumption.

Finally, most of the cloud management systems available nowadays are highly centralized,
do not provide any means of fault-tolerance and are solely limited to virtualization tech-
nology, although alternative solutions (e.g., SSI) are available and could be complementary
used in existing and future cloud computing environments. First attempts to provide scala-
bility, fault-tolerance and software heterogeneity to clouds at the Infrastructure as a Service
(IaaS) level have been made and need to be further investigated [FRM+10].

The objective of this focus group is to federate the currently loosely coupled researchers
in the COST action working on models, algorithms and system architectures for energy-
efficient cloud computing environments. This involves everyone currently working or plan-
ing to work on: analytical/empirical models for workload energy consumption and migra-
tion costs (i.e., performance and energy), approximate or exact algorithms for energy and
QoS-aware workload placement and finally decentralized energy-aware cloud architec-
tures.

The idea is to investigate how different works could be improved and combined together in
order to provide a holistic problem solution, which has a solid theoretical background and
practical applicability. Results from this focus group could lead to joint publications and
further collaborations between the partners.
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3 Workplan
The following workplan is preliminary and needs to be discussed during the meeting in
Budapest.

Schedule Description
20.05.2011 1st meeting (Budapest)
08.08.2011 First deliverable (State of the Art Green Clouds in Europe)
14.11.2011 2nd meeting (TBD)
30.01.2012 Joint publication (Integrated QoS-Aware Architecture for Green Clouds)
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4 Partners
Institution Responsible
Vienna University of Technology Ivona Brandic
INRIA Rennes (MYRIADS research team) Christine Morin
EMN/INRIA Nantes (ASCOLA research team) Jean-Marc Menaud
IRIT Jean-Marc Pierson
University of Passau Hermann de Meer
UPC/BSC Jordi Torres
Vienna University Helmut Hlavacs
University of Manchester Rizos Sakellariou
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